On the use of Fleming and Harrington test to detect Late Survival Differences in clinical trials
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Investigators usually use the Logrank test in the statistical design.
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Let us recall the notations of survival data analysis:

- \( T \): a non-negative random variable "duration between the origin date and the time of occurrence of some specific event"
- \( F \): the cumulative distribution function associated to \( T \)
- \( S = 1 - F \): the survival function associated to \( T \)
- \( \lambda \): the hazard function associated to \( T \)

\[
\lambda(t) = \lim_{dt \to 0} \frac{\mathbb{P}[t \leq T < t + dt | T \geq t]}{dt}.
\]

\( \Lambda(t) = \int_0^t \lambda(s)ds \): the cumulative hazard function associated to \( T \)

We consider **right-censoring**: \( C \) independent of \( T \)

For each subject \( i = 1, \ldots, n \), we observe:

\[
X_i = T_i \wedge C_i,
\]

and

\[
\delta_i = \mathbb{I}\{T_i \leq C_i\}.
\]
The processes associated with survival data analysis are:

- **Number of failures at** $t$ :

  \[ N_n(t) = \sum_{i=1}^{n} \mathbb{I}\{X_i \leq t, \delta_i = 1\} \]

- **Number of subjects at risk at** $t^-$ :

  \[ Y_n(t) = \sum_{i=1}^{n} \mathbb{I}\{X_i \geq t\} \]
A test is said to be of class $\mathcal{K}$ if its discriminant function can be written

$$LR_{W_n}(t) = \int_0^t W_n(s) \sqrt{\frac{n_P + n_T}{n_P n_T}} Y_{n_p}^P(s) Y_{n_T}^T(s) \left[ \frac{dN_{n_p}^P(s)}{Y_{n_p}^P(s)} - \frac{dN_{n_T}^T(s)}{Y_{n_T}^T(s)} \right],$$

with $W_n$ an adapted bounded non-negative predictable process.

- $W_n(s) = 1$ : Logrank test
- $W_n(s) = Y_n(s)$ : Gehan's test
- $W_n(s) = \hat{S}(s)^p, p \geq 0$ : Fleming and Harrington test for early effect
- $W_n(s) = (1 - \hat{S}(s))^q, q \geq 0$ : Fleming and Harrington test for late effect

$N_n(s)$ is the number of failures at $s$

$Y_n(s)$ is the number of subjects at risk at $s$

$\hat{S}(s)$ is the K-M estimator of survival at time $s$ for mixed samples.
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Now, we focus on the Fleming and Harrington test for late effects:

\[
LR^q(t) = \int_0^t (1 - \hat{S}(s))^q \left( \frac{n_P + n_T}{n_P n_T} \right)^{1/2} \frac{Y_{n_P}^P(s) Y_{n_T}^T(s)}{Y_n(s)} \times \Delta_n(s),
\]

where \( \Delta_n(s) \) denotes the distance between hazard functions at time \( s \)

\[
\Delta_n(s) = \frac{dN_{n_P}^P(s)}{Y_{n_P}^P(s)} - \frac{dN_{n_T}^T(s)}{Y_{n_T}^T(s)}.
\]

Why is it adapted to the detection of late effects?

For \( q \) fixed, \( t \rightarrow (1 - \hat{S}(t))^q \) is increasing.

\[\implies\] the more time goes on, the more weight is given to distances.
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**But** for $t$ fixed, $q \rightarrow (1 - \hat{S}(t))^q$ is decreasing.

$\Rightarrow$ Bad control of test

$\Rightarrow$ Hard to define the value of $q$

$\Rightarrow$ The value of $q$ must not be too large.

\[
\begin{array}{c|c|c}
 & \text{Treat 1} & \text{Treat 2} \\
\hline
\text{Logrank} & \mathcal{H}_0 & \mathcal{H}_0 \\
\text{FH(1)} & \mathcal{H}_1 & \mathcal{H}_0 \\
\text{FH(4)} & \mathcal{H}_0 & \mathcal{H}_1 \\
\end{array}
\]
In our setting, the assumptions are

\[ \begin{align*}
\mathcal{H}_0 &: F^T = F^P = F_{\theta_0}, \\
\mathcal{H}_1 &: F^T = F_{\theta_T} \quad \text{et} \quad F^P = F_{\theta_P}
\end{align*} \]

for \( i = T, P \). \( (\theta^i_{n_i}) \) is a sequence of \( \Theta \subset \mathbb{R} \).
Theorem (Quality of the test - asymptotic distribution)

Let $LR_{W_n}$, a statistic in class $\mathcal{K}$ such that

$$W_n(s) \xrightarrow{a.s.} n \to \infty w(s)$$

Then, under $\mathcal{H}_1$,

$$LR_{W_n} - \sqrt{n} \mu_{G} \xrightarrow{n \to \infty} \mathcal{G},$$

where

$$\mu_G : t \to \int_0^t k(s) \sqrt{a^P a^T (d\Lambda_{\theta P}(s) - d\Lambda_{\theta T})}(s),$$

where

$$k(s) = w(s) \frac{\pi^P(s) \pi^T(s)}{a^P \pi^P(s) + a^T \pi^T(s)}$$

and $\mathcal{G}$ is a centred Gaussian process with covariance function :

$$(t_1, t_2) \to \int_0^{t_1 \wedge t_2} k^2(s) \left[ \frac{a^T}{\pi^P(s)} (1 - \Delta\Lambda_{\theta P}(s)) d\Lambda_{\theta P}(s) + \frac{a^P}{\pi^T(s)} (1 - \Delta\Lambda_{\theta T}(s)) d\Lambda_{\theta T}(s) \right].$$
Pitman’s Asymptotic Relative Efficiency

How to compare two tests?
Consider two sequences of statistics \((T_n)\) and \((V_n)\) based on \(n\) observations testing the assumptions

\[
\begin{align*}
\mathcal{H}_0 & : \theta = \theta_0, \\
\mathcal{H}_1 & : \theta \neq \theta_0.
\end{align*}
\]

Denote \(N_T(\alpha, \beta, \theta)\) the sample size necessary for \(T\) to attain the power \(\beta\) under the level \(\alpha\) and the alternative value of parameter \(\theta\).

\[
RE(T, V) = \frac{N_T(\alpha, \beta, \theta)}{N_V(\alpha, \beta, \theta)}
\]

● permits to compare two tests and is universally acknowledged.
● But explicit computation of \(N_T(\alpha, \beta, \theta)\) extremely difficult.

A solution is to consider Asymptotic Relative Efficiency (ARE)
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Pitman’s Asymptotic Relative Efficiency
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- permits to compare two tests and is universally acknowledged.
- But explicit computation of \(N_T(\alpha, \beta, \theta)\) extremely difficult.

A solution is to consider Asymptotic Relative Efficiency (ARE)

\[
\begin{align*}
\lim_{\alpha \to 0} \frac{N_T(\alpha, \beta, \theta)}{N_V(\alpha, \beta, \theta)} & \text{ Bahadur} \\
\lim_{\beta \to 1} \frac{N_T(\alpha, \beta, \theta)}{N_V(\alpha, \beta, \theta)} & \text{ Hodges-Lehmann} \\
\lim_{\theta \to \theta_0} \frac{N_T(\alpha, \beta, \theta)}{N_V(\alpha, \beta, \theta)} & \text{ Pitman}
\end{align*}
\]
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Denote \(N_T(\alpha, \beta, \theta)\) the sample size necessary for \(T\) to attain the power \(\beta\) under the level \(\alpha\) and the alternative value of parameter \(\theta\).
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- permits to compare two tests and is universally acknowledged.
- But explicit computation of \(N_T(\alpha, \beta, \theta)\) extremely difficult.

A solution is to consider Asymptotic Relative Efficiency (ARE)
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\begin{align*}
\lim_{\alpha \to 0} \frac{N_T(\alpha, \beta, \theta)}{N_V(\alpha, \beta, \theta)} & \text{ Bahadur} \\
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Why Pitman’s ARE?

**Theorem ([van der Vaart(1998)])**

Consider the sequence of assumptions

\[
\begin{cases}
\mathcal{H}_0 & : \theta = \theta_0, \\
\mathcal{H}_1 & : \theta = \theta_\nu = \theta_0 + \frac{c}{\sqrt{\nu}}.
\end{cases}
\]

Assume that for any \(\theta\),

\[
\sqrt{n} \frac{T_n - \mu_T(\theta)}{\sigma_T(\theta)} \xrightarrow{n \to \infty} \mathcal{N}(0, 1) \quad \text{and} \quad \sqrt{n} \frac{V_n - \mu_V(\theta)}{\sigma_V(\theta)} \xrightarrow{n \to \infty} \mathcal{N}(0, 1).
\]

Under suitable assumptions,

\[
\text{ARE}(T, V) = \left( \frac{\mu_V(\theta_0)/\sigma_V(\theta_0)}{\mu_T(\theta_0)/\sigma_T(\theta_0)} \right)^2.
\]
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Theorem ([van der Vaart(1998)])

Consider the sequence of assumptions
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\mathcal{H}_0 & : \theta = \theta_0, \\
\mathcal{H}_1 & : \theta = \theta_0 + \frac{c}{\sqrt{\nu}}.
\end{align*}\]

Assume that for any \(\theta\),

\[\sqrt{n} \frac{T_n - \mu_T(\theta)}{\sigma_T(\theta)} \xrightarrow{n \to \infty} \mathcal{N}(0, 1) \quad \text{and} \quad \sqrt{n} \frac{V_n - \mu_V(\theta)}{\sigma_V(\theta)} \xrightarrow{n \to \infty} \mathcal{N}(0, 1).\]
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\[\text{ARE}(T, V) = \left(\frac{\mu_V(\theta_0)/\sigma_V(\theta_0)}{\mu_T(\theta_0)/\sigma_T(\theta_0)}\right)^2.\]
ARE of tests of class and Shift Assumptions

In our setting, the assumptions are

\[ \begin{align*}
\mathcal{H}_0 & : F^T = F^P = F_{\theta_0}, \\
\mathcal{H}_1 & : F^T = F_{\theta_n^T} \quad \text{et} \quad F^P = F_{\theta_n^P},
\end{align*} \]

with

\[ \begin{align*}
\theta_n^P & = \theta_0 + c \left( \frac{n_T}{n_P(n_P + n_T)} \right)^{1/2}, \\
\theta_n^T & = \theta_0 - c \left( \frac{n_P}{n_T(n_T + n_T)} \right)^{1/2}.
\end{align*} \]

Let us restrain ourselves to shift assumption of the form

\[ F_{\theta}(t) = \Psi(g(t) + \theta), \quad \theta \in \Theta, \]

with

- \( g \) is a differentiable non-decreasing function from \([0, \infty[ \) to \( -\infty, u^+ \]
  with \( u^+ \in \bar{\mathbb{R}} \).
- \( \Psi \) is a continuous cumulative distribution function having a continuous second derivative.
ARE of tests of class and Shift Assumptions

In our setting, the assumptions are

\[
\begin{align*}
\mathcal{H}_0 & : F^T = F^P = F_{\theta_0}, \\
\mathcal{H}_1 & : F^T = F_{\theta^T_{nT}} \text{ et } F^P = F_{\theta^P_{nP}},
\end{align*}
\]

with

\[
\begin{align*}
\theta^P_{nP} &= \theta_0 + c \left( \frac{n_T}{n_P(n_P + n_T)} \right)^{1/2}, \\
\theta^T_{nT} &= \theta_0 - c \left( \frac{n_P}{n_T(n_P + n_T)} \right)^{1/2}.
\end{align*}
\]

Let us restrain ourselves to shift assumption of the form

\[
F_\theta(t) = \Psi(g(t) + \theta), \quad \theta \in \Theta,
\]

with

- \(g\) is a differentiable non-decreasing function from \([0, \infty[\) to \(]-\infty, u^+ [\)
  with \(u^+ \in \bar{\mathbb{R}}\).

- \(\Psi\) is a continuous cumulative distribution function having a continuous second derivative.
ARE of tests of class and Shift Assumptions

To maximise the ARE, it is enough to maximise \( AE = \frac{\mu}{\sigma} \). An application of Cauchy-Schwarz Theorem yields to:

**Theorem ([Gill(1980)])**

The limit weights of the statistic in the class \( K \) for which the asymptotic efficiency is maximal to test the shift assumptions are proportional together and verify, for all \( t \in \mathbb{R}^+ \):

\[
    w(t) = P'[\psi] \circ \psi^{-1} \circ F_{\theta_0}(t) \quad \text{where} \quad P(\Phi) = \ln \left( \frac{\Phi'}{1 - \Phi} \right). \tag{1}
\]

\[ \text{Weight} \underset{(1)}{\iff} \text{Pattern of the optimal assumptions} \]
To maximise the ARE, it is enough to maximise $AE = \frac{\mu}{\sigma}$. An application of Cauchy-Schwarz Theorem yields to:

**Theorem ([Gill(1980)])**

The limit weights of the statistic in the class $\mathcal{K}$ for which the asymptotic efficiency is maximal to test the shift assumptions are proportional together and verify, for all $t \in \mathbb{R}^+$:

$$w(t) = P'[\psi] \circ \psi^{-1} \circ F_{\theta_0}(t) \quad \text{where} \quad P(\Phi) = \ln \left( \frac{\Phi'}{1 - \Phi} \right). \quad (1)$$

**Weight $(1)$ Pattern of the optimal assumptions**
To maximise the ARE, it is enough to maximise $AE = \frac{\mu}{\sigma}$. An application of Cauchy-Schwarz Theorem yields to:

**Theorem ([Gill(1980)])**

The limit weights of the statistic in the class $\mathcal{K}$ for which the asymptotic efficiency is maximal to test the shift assumptions are proportional together and verify, for all $t \in \mathbb{R}^+$:

$$w(t) = P'[\psi] \circ \psi^{-1} \circ F_{\theta_0}(t) \quad \text{where} \quad P(\Phi) = \ln \left( \frac{\Phi'}{1 - \Phi} \right).$$

(1)

Weight $\overset{(1)}{\Longleftrightarrow}$ Pattern of the optimal assumptions
Pattern of the optimal assumptions

Denote $\Delta = \theta^P - \theta^T$.

- For Logrank test $W = 1$ corresponds to the pattern
  \[
  \begin{align*}
  \mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 & : \lambda_T = \lambda_P e^\Delta.
  \end{align*}
  \]

- For Fleming and Harrington for early effect $W = \hat{S}^p$ corresponds to the pattern
  \[
  \begin{align*}
  \mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 & : \lambda_T = \lambda_P e^\Delta \left[ (S_P)^p + [1 - (S_P)^p] e^\Delta \right]^{-1}.
  \end{align*}
  \]

- For Fleming and Harrington for late effect $W = (1 - \hat{S})^q$ corresponds to the pattern
  \[
  \begin{align*}
  \mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 & : \lambda_T = \lambda_P \varphi^q(S_P, \Delta).
  \end{align*}
  \]
Denote $\Delta = \theta^P - \theta^T$.

- For **Logrank test** $W = 1$ corresponds to the pattern

$$
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P e^{\Delta}.
\end{align*}
$$

- For **Fleming and Harrington** for early effect $W = \hat{S}^p$ corresponds to the pattern

$$
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P e^{\Delta} [(S_P)^p + [1 - (S_P)^p] e^{\Delta}]^{-1}.
\end{align*}
$$

- For **Fleming and Harrington** for late effect $W = (1 - \hat{S})^q$ corresponds to the pattern

$$
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
\end{align*}
$$
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  \mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
  \end{align*}
  $$
Pattern of the optimal assumptions

Denote $\Delta = \theta^P - \theta^T$.

- For **Logrank test** $W = 1$ corresponds to the pattern
  \[
  \begin{cases}
  \mathcal{H}_0 : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 : \lambda_T = \lambda_P e^\Delta.
  \end{cases}
  \]

- For **Fleming and Harrington for early effect** $W = \hat{S}^p$ corresponds to the pattern
  \[
  \begin{cases}
  \mathcal{H}_0 : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 : \lambda_T = \lambda_P e^\Delta [(S_P)^p + [1 - (S_P)^p]e^\Delta]^{-1}.
  \end{cases}
  \]

- For **Fleming and Harrington for late effect** $W = (1 - \hat{S})^q$ corresponds to the pattern
  \[
  \begin{cases}
  \mathcal{H}_0 : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
  \mathcal{H}_1 : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
  \end{cases}
  \]
Pattern of the optimal assumptions
Proportional and early effects
Pattern of the optimal assumptions

Late effects

**FIGURE:** Hazard functions (left hand side) and Survival functions (right hand side)
Fleming and Harrington test is optimal to test

$$\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
\end{align*}$$

(2)

The knowledge of $\phi^q$ allows us to run simulation studies.

- Consider $n = 2000$, $\tau = 5$ years, $S_P(5) = 0.80$, $r = \frac{S^T(5) - S^P(5)}{1 - S^P(5)} = 20\%$.
- Consider an exponential model in the Placebo arm.
Fleming and Harrington test is optimal to test

\[
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
\end{align*}
\]  

(2)

The knowledge of \(\phi^q\) allows us to run simulation studies.

- Consider \(n = 2000\), \(\tau = 5\) years, \(S_P(5) = 0.80\), \(r = \frac{S_T(5) - S_P(5)}{1 - S_P(5)} = 20\%\).

- Consider an exponential model in the Placebo arm.
Fleming and Harrington test is optimal to test

\[
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
\end{align*}
\]

The knowledge of $\phi^q$ allows us to run simulation studies.

- Consider $n = 2000$, $\tau = 5$ years, $S_P(5) = 0.80$, $r = \frac{S^T(5) - S_P(5)}{1 - S_P(5)} = 20\%$.

- Consider an exponential model in the Placebo arm.
Fleming and Harrington test is optimal to test

\[
\begin{align*}
\mathcal{H}_0 & : \lambda_T = \lambda_P = \lambda_{\theta_0}, \\
\mathcal{H}_1 & : \lambda_T = \lambda_P \phi^q(S_P, \Delta).
\end{align*}
\]

(2)

The knowledge of \(\phi^q\) allows us to run simulation studies.

- Consider \(n = 2000\), \(\tau = 5\) years, \(S_P(5) = 0.80\), \(r = \frac{S_T(5) - S_P(5)}{1 - S_P(5)} = 20\%\).

- Consider an exponential model in the Placebo arm.
Consider data generated under $q = 4$

<table>
<thead>
<tr>
<th></th>
<th>Logrank</th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.59</td>
<td>0.88</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.94</td>
</tr>
</tbody>
</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.
  ⇒ Very reassuring for its use in clinical trials

Consider data generated under $q = 0$ (proportional hazards)

<table>
<thead>
<tr>
<th></th>
<th>Logrank</th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.65</td>
<td>0.53</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
<td>0.21</td>
</tr>
</tbody>
</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
Consider data generated under $q = 4$

<table>
<thead>
<tr>
<th></th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.59</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.94</td>
</tr>
</tbody>
</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.

⇒ Very reassuring for its use in clinical trials

Consider data generated under $q = 0$ (proportional hazards)

<table>
<thead>
<tr>
<th></th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.65</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
<td>0.21</td>
</tr>
</tbody>
</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
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<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.59</td>
<td>0.88</td>
<td>0.94</td>
<td>0.95</td>
<td><strong>0.96</strong></td>
</tr>
</tbody>
</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.
  ⇒ Very reassuring for its use in clinical trials

Consider data generated under $q = 0$ (proportional hazards)

<table>
<thead>
<tr>
<th></th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td><strong>0.65</strong></td>
<td>0.53</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
</tr>
</tbody>
</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
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<td>0.88</td>
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<td>0.95</td>
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<td>0.94</td>
</tr>
</tbody>
</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.

⇒ Very reassuring for its use in clinical trials
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<td>0.35</td>
<td>0.29</td>
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</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
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<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
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<td>0.88</td>
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<td>0.94</td>
<td></td>
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</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.

⇒ Very reassuring for its use in clinical trials
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<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
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<tr>
<td>0.65</td>
<td>0.53</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
<td>0.21</td>
<td></td>
</tr>
</tbody>
</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
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<td>0.59</td>
<td>0.88</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
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</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.
  ⇒ Very reassuring for its use in clinical trials
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<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.65</td>
<td>0.53</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
</tr>
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<thead>
<tr>
<th></th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.59</td>
<td>0.88</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
</tr>
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</table>

- The power of the F-H test is very good.
- The power of the logrank test is very low under non-proportional hazards assumption.
- The test is not sensitive to a variation of the value $q$.
  ⇒ Very reassuring for its use in clinical trials

Consider data generated under $q = 0$ (proportional hazards)

<table>
<thead>
<tr>
<th></th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logrank</td>
<td>0.65</td>
<td>0.53</td>
<td>0.42</td>
<td>0.35</td>
<td>0.29</td>
</tr>
</tbody>
</table>

- The power of the logrank test is very good.
- The difference of power between logrank and F-H is not so large.
Theorem

*In order to reach the level $\alpha$ with a power $\beta$ the sample size is*

$$n = \frac{2\sigma^2}{\mu^2} \left( z_{1-\alpha/2} + z_{\beta} \right)^2$$

*where*

$$\sigma^2 = \int_0^\tau (1 - S(s))^2 q \left( \frac{\pi^P(s)(\pi^T(s))^2}{(\pi(s))^2} d\Lambda^P(s) + \frac{(\pi^P(s))^2 \pi^T(s)}{(\pi(s))^2} d\Lambda^T(s) \right)$$

$$\mu = \int_0^\tau (1 - S(s))^q \frac{\pi^P(s)\pi^T(s)}{\pi(s)} (d\Lambda^P(s) - d\Lambda^T(s))$$

*with $S(s) = \frac{S^P(s) + S^T(s)}{2}$.*
The sample size increases when censoring increases,

decreases when the ratio between groups at the end of the study increases.

The sample size decreases with the value of parameter $q$ from $q = 1$ but can be more large than $q = 0$.

<table>
<thead>
<tr>
<th>Logrank</th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 2)$</th>
<th>$FH(q = 3)$</th>
<th>$FH(q = 4)$</th>
<th>$FH(q = 10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2961</td>
<td>2332</td>
<td>1806</td>
<td>1474</td>
<td>1253</td>
<td>754</td>
</tr>
</tbody>
</table>
Theorem

Consider the placebo arm exponentially distributed. For $q > 1$ the function $\lambda^T$ defined by (2) has a single inflexion point.
Variation of hazard increases just before $t^*$ and decreases after $t^*$. It is in the neighbourhood of this time that we collect the best information.

Given a value of $q$, we are able to calculate the value of $t^*$.

Consider $n = 2000$, $\tau = 5$ years, $S^P(5) = 0.80$, $r = \frac{S^T(5) - S^P(5)}{1 - S^P(5)} = 20\%$.

<table>
<thead>
<tr>
<th>Logrank</th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 1.2)$</th>
<th>$FH(q = 1.4)$</th>
<th>$FH(q = 1.6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>0.95</td>
<td>1.65</td>
<td>2.25</td>
</tr>
<tr>
<td>$FH(q = 1.8)$</td>
<td>2.55</td>
<td>2.85</td>
<td>3.45</td>
<td></td>
</tr>
</tbody>
</table>
Inflexion point \( t^* \)

- Variation of hazard increases just before \( t^* \) and decreases after \( t^* \).

- It is in the neighbourhood of this time that we collect the best information.

- Given a value of \( q \), we are able to calculate the value of \( t^* \).

- Consider \( n = 2000, \tau = 5 \) years, \( S^p(5) = 0.80 \), \( r = \frac{S^T(5) - S^p(5)}{1 - S^p(5)} = 20\% \)

<table>
<thead>
<tr>
<th>Logrank</th>
<th>( FH(q = 1) )</th>
<th>( FH(q = 1.2) )</th>
<th>( FH(q = 1.4) )</th>
<th>( FH(q = 1.6) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>0.95</td>
<td>1.65</td>
<td>2.25</td>
</tr>
<tr>
<td>( FH(q = 1.8) )</td>
<td>2.55</td>
<td>2.85</td>
<td>3.45</td>
<td></td>
</tr>
</tbody>
</table>
Variation of hazard increases just before \( t^* \) and decreases after \( t^* \).

It is **in the neighbourhood of this time** that we collect the best information.

Given a value of \( q \), we are able to calculate the value of \( t^* \).

Consider \( n = 2000, \tau = 5 \) years, \( S^P(5) = 0.80 \), 

\[
 r = \frac{S^T(5) - S^P(5)}{1 - S^P(5)} = 20\%
\]

<table>
<thead>
<tr>
<th>Logrank</th>
<th>FH((q = 1))</th>
<th>FH((q = 1.2))</th>
<th>FH((q = 1.4))</th>
<th>FH((q = 1.6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>0.95</td>
<td>1.65</td>
<td>2.25</td>
</tr>
<tr>
<td>FH((q = 1.8))</td>
<td>FH((q = 2))</td>
<td>FH((q = 3))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.55</td>
<td>2.85</td>
<td>3.45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Variation of hazard increases just before $t^*$ and decreases after $t^*$.

It is **in the neighbourhood of this time** that we collect the best information.

Given a value of $q$, we are able to calculate the value of $t^*$.

Consider $n = 2000$, $\tau = 5$ years, $S^P(5) = 0.80$, $r = \frac{S^T(5) - S^P(5)}{1 - S^P(5)} = 20\%$

<table>
<thead>
<tr>
<th>Logrank</th>
<th>$FH(q = 1)$</th>
<th>$FH(q = 1.2)$</th>
<th>$FH(q = 1.4)$</th>
<th>$FH(q = 1.6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>NA</td>
<td>0.95</td>
<td>1.65</td>
<td>2.25</td>
</tr>
<tr>
<td>$FH(q = 1.8)$</td>
<td>$FH(q = 2)$</td>
<td>$FH(q = 3)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.55</td>
<td>2.85</td>
<td>3.45</td>
<td></td>
</tr>
</tbody>
</table>
Summary of the results on the choice of $q$:

- $q$ not too large
  in order to not neglect early events
- $q$ not too small
  in order to minimize sample size
- $q$ such that the associated inflexion point $t^*$ is of interest
  $t^* < \tau$
  $t^*$ collect the most information.

- A rough estimation of $q$ is enough.
  The test is not very sensitive to this value.
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Summary of the results on the choice of $q$:

- $q$ not too large
  in order to not neglect early events
- $q$ not too small
  in order to minimize sample size
- $q$ such that the associated inflexion point $t^*$ is of interest
  
  $t^* < \tau$
  
  $t^*$ collect the most information.

- **A rough estimation of $q$ is enough.**
  The test is not very sensitive to this value.
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